Within-host viral evolution in a heterogeneous environment: insights into the HIV co-receptor switch
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Abstract
A virus infecting a host faces a heterogeneous and a spatially structured environment. Using a mathematical model that incorporates two types of target cells and spatial structuring, we investigate conditions for viral within-host diversification. We show that branching occurs for a wide range of parameters but that it always requires some spatial structure. Applying our model to the case of HIV, we show that it captures three main properties of the ‘co-receptor switch’ observed in many HIV infections: the initial dominance of virus strains that infect CCR5+ cells, the late switch in some (but, importantly, not all) HIV infections and the associated drop in the number of uninfected T-cells. This suggests that the co-receptor switch could result from gradual adaptation of the virus population to target cell heterogeneity. More generally, we argue that evolutionary ecology can help us better understand the course of some infections.

Introduction
From the point of view of a pathogen, a host is a structured and a heterogeneous environment. In the case of HIV, for instance, the existence of spatial structure is supported by the fact that the virus is found in different tissues (e.g. lymph nodes, gut, brain, spleen), and environmental heterogeneity originates from the pathogen being able to exploit different types of immune cells (natural killer T-cells, macrophages, dendritic cells; Stebbing et al., 2004). Different cells respond differently to infection, which is likely to affect viral evolution (Turner & Elena, 2000) as well as the course of an infection.

Habitat choice and specialization is a classical problem in evolutionary ecology (for a recent review, see Ravigne et al., 2009). Here, we import this question to the within-host level by investigating the role of cell heterogeneity and spatial structure in the evolution of a viral pheno-
typic trait. In particular, we wish to determine the conditions that lead to within-host diversification in the virus population. The originality of our study lies in the type of ecological dynamics (viruses infecting cells) and in the simultaneous use of ecological and evolutionary theory to address questions of clinical importance.

Several theoretical studies have analysed the population dynamics of viruses in a structured and/or heterogeneous environment. Cuevas et al. (2003) develop a metapopulation model, which they test in vitro using vesicular stomatitis virus. They obtain environmental heterogeneity using three different types of host cells and show that high (resp. low) migration between patches leads to generalist (resp. specialist) viral strategies. They also find that the fitness of a virus is negatively correlated to the distance between the new tissue and the tissue the virus was adapted to. Kelly et al. (2003) develop a model that links population genetics and population dynamics to study viral rates of evolution in which they include multiple cell types. They conclude that target cell diversity favours the establishment of a persistent infection and can increase the amount of genetic diversity within the viral population. Funk et al. (2005) develop a target-cell limited model of viral infection in which they introduce spatial structure by assuming that each cell or
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free virus has a location on a grid. They find that spatial structure can alter population dynamics by affecting the peak of the infection. They also find that viral clearance is more difficult to achieve when they assume environmental heterogeneity. Orive et al. (2005) analyse viral within-host dynamics in a source-sink perspective. They show that increased migration between within-host compartments makes the establishment of an infection more difficult. Holt & Barfield (2006) consider the importance of transient dynamics within a host and suggest that within-host heterogeneity can increase the importance of such dynamics. Some studies have focused on within-host heterogeneity in terms of drug concentration, especially in the case of HIV. The results show that compartmentalization increases the chances of drug resistance to evolve (Kepler & Perelson, 1998). This can become more difficult to achieve when they assume environmental heterogeneity.

**The co-receptor switch**

HIV infects host immune cells and uses their machinery to replicate. To enter these cells, the virus first binds to CD4 receptors on the surface of the cell and then to co-receptors (Berger et al., 1999). Early in an infection, HIV mainly infects host cells expressing the CCR5 chemokine co-receptor (i.e. CCR5$^+$ cells), whereas later in the infection, virus strains emerge that can infect cells expressing the CXCR4 co-receptor (i.e. CXCR4$^+$ cells). This change in target cell type preference is known as the co-receptor switch (Berger et al., 1999; Moore et al., 2004) and is linked with the coexistence of two ‘variants’ of viruses (R5 viruses and X4 viruses infecting CCR5$^+$ and CXCR4$^+$ cells, respectively). The switch occurs in more than 50% of the cases and has important clinical implications because it correlates with an acceleration in CD4$^+$ T-cell depletion and a progression to AIDS (Connor et al., 1997). Note for the sake of completeness that some variants (R5X4) can use both the CCR5 and the CXCR4 co-receptors to enter a cell.

The co-receptor switch is puzzling in itself, because experimental studies show that only two or three changes in amino acids in one of the proteins of HIV are sufficient to convert an R5 virus into an X4 virus (Fouchier et al., 1992). Given the high mutation rates of HIV (Coffin, 1995), why are not both variants detected after a couple of generations of cell infections? A plausible explanation for the late detection of X4 viruses is a change in selective pressures during the course of the infection so that strains that were counter-selected early in the infection are favoured later on.

This dynamical aspect of the co-receptor switch calls for mathematical modelling approaches (reviewed by Regoes & Bonhoeffer, 2005). Some models explain the late emergence of the X4 variant only through population dynamics of immune cells (i.e. without any evolution of the virus). Ribeiro et al. (2006) build a model where three HIV variants (R5, R5X4 and X4) with given trait values compete for target cells. They assume that CCR5$^+$ T-cells (which are ‘memory’ or ‘activated’ cells) result partly from the maturation of CXCR4$^+$ T-cells (‘naive’ or ‘resting’ cells) and show that the switch occurs at low CD4 T-cell counts because memory/activated cells (which they assume to divide 10 times more rapidly than naive/resting cells) become more rare than naive/resting cells. Although Ribeiro et al. do observe the switch for a particular choice of density-dependent functions and parameter values, it is not at all clear how sensitive the dynamics in their model is to changes in parameter values. Further analysis by Weinberger et al. (2009)
includes drug treatment and shows that the switch still occurs if some of the simplifying assumptions made by Ribeiro et al. are raised.

Other approaches assume that X4 viruses are recognized more easily by the immune system (Wodarz & Nowak, 1998). In this case, the switch comes from the erosion of the immune response over the course of the infection. Note that a common feature of all these models is that they assume beforehand that there exist two or three HIV variants with given traits (but see Regoes & Bonhoeffer (2002) for a study where the co-receptor preference of a virus is modelled as a continuous trait).

Finally, in their review, Regoes & Bonhoeffer (2005) propose a model with viral evolution. They assume that four mutations are required to go from an R5 to an X4 virus. They further assume that X4 viruses have a higher fitness than R5 viruses, which themselves have a higher fitness than all the intermediate mutants. Depending on the magnitude of the fitness costs, they observe early or late emergence of X4 viruses.

The main difference between our model and previous approaches is that it considers population dynamics and virus trait evolution simultaneously. Furthermore, it includes both cell type heterogeneity and spatial structure. We show how the co-receptor switch could originate from viral evolution in a heterogeneous environment within an infected host. Indeed, our model can account for three major aspects of the co-receptor switch: (i) the initial dominance of R5 viruses, (ii) the late occurrence of the switch in some (but not all) HIV-infected hosts and (iii) the associated drop and continued decline in the number of uninfected T-cells.

The model

Our model is inspired by that of Ball et al. (2007), who analyse the evolution of a viral trait (the production rate) in a context where viruses compete for one type of target cells in the host (for a general review, see Perelson, 2002). Here, as Regoes & Bonhoeffer (2002), we introduce a second type of target cells the viruses can infect (we label the two cell types as A and B). In addition to having multiple cell types, we also want to allow for a degree of spatial structuring. The problem is that this can rapidly lead to an intractable system (including the densities of susceptible and infected target cells of each type in two environments already requires eight variables). To limit the dimensionality of the system, we assume that each type of the cell is found in its own environment (Fig. 1). However, to counter this strong separation, we allow for viruses produced by cells in one of the environments to infect cells in the other environment (at a rate d times the rate of local infections). In the case where there is no spatial structure (d = 1), both types of cells are found in the same well-mixed environment. With maximal spatial structure (d = 0), viruses can only infect cells of the same type that produced them, which implies a strict separation between the two environments. Finally, intermediate values (0 < d < 1) correspond to the case where free viruses are able to move to another environment and infect target cells there. To draw an analogy with ecology, d relates to the probability of surviving a dispersal event.

The population dynamics is governed by the following set of ODEs:

\[
\begin{align*}
\frac{dT_A}{dt} &= \lambda_A - \delta_A T_A - k_A V_A T_A - d k_A V_B T_A \\
\frac{dT_B}{dt} &= \lambda_B - \delta_B T_B - d k_B V_A T_B - k_B V_B T_B \\
\frac{dI_A}{dt} &= k_A V_A T_A + d k_A V_B T_A - \mu_A (p) I_A \\
\frac{dI_B}{dt} &= d k_B V_A T_B + k_B V_B T_B - \mu_B (p) I_B \\
\frac{dV_A}{dt} &= pq I_A - k_A V_A T_A - d k_A V_B T_A - c_A V_A \\
\frac{dV_B}{dt} &= p I_B - k_B V_B T_B - d k_A V_B T_A - c_B V_B.
\end{align*}
\]

These equations describe the following processes. Uninfected target cells of type A and B (whose densities are denoted by \(T_A\) and \(T_B\)) die at constant per capita rates \(\delta_A\) and \(\delta_B\) and are produced at rates \(\lambda_A\) and \(\lambda_B\), respectively. Free viruses are produced by infected target cells (\(I_A\) and \(I_B\)). The reproduction rate of the virus depends on the cell the virus is found in as well as the ability of a virus to exploit the cell. Here, \(p\) is the number of viral particles produced per unit of time by an infected cell of type B, and \(pq\) is the same quantity in an infected cell of type A (the factor \(q\) denotes the cell-dependent component). These differences between cells are consistent with experimental data (e.g. for HIV, see Ariën et al., 2006). In the following, \(p\) is the virus trait that varies among strains and is also referred to as the ‘cell exploitation strategy’.

Cell infection leads to an increased cell’s death rate (\(\mu_A\) and \(\mu_B\)), which we assume to depend on the virus strategy. The infection rate depends on the ability of the virus strain to infect each cell type (\(k_A\) and \(k_B\)) and on the within-host spatial structure (\(d\)). Infections across environments are less likely, therefore 0 ≤ d ≤ 1.

Lastly, free viruses (with density \(V_A\) and \(V_B\)) are cleared from the host at a rate that depends on the environment (\(c_A\) and \(c_B\)). Note that viruses produced by each type of cells can have the same trait value \(p\) but they are produced in different environments (unless \(d = 1\), which is why we model two compartments of free viruses.)
Spatial segregation of viral population has been shown to occur for viral infections caused by hepatitis C virus (Roque-Álono et al., 2005), Epstein–Barr virus (Sitki-Green et al., 2003) and HIV. Unsurprisingly, most of the data available concerns the latter virus. Spatial structure can lead to a drift between populations of the same lymphoid tissue (Frost et al., 2001) or in the brain (González-Scarano & Martín-García, 2005). This compartmentation can even affect the expression of phenotypic traits such as replication rate, which seems to vary among different parts of the gut (van Marle et al., 2007). In the specific case of the co-receptor switch, CCR5+ and CXCR4+ T-cells (which are the cells predominantly infected by HIV) dominate in different host tissues: the former are the majority in the gut and in the brain, whereas the latter dominate in the blood and in the spleen (see the Discussion). The possibility for spatial segregation between target cells is included in earlier models of viral evolution (e.g. Kepler & Perelson, 1998; Funk et al., 2005; Orive et al., 2005; Holt & Barfield, 2006) but not in models for co-receptor switch (Regoes & Bonhoeffer, 2002; Ribeiro et al., 2006; Weinberger et al., 2009).

As most studies of evolutionary dynamics, ours relies on a trade-off assumption. Following previous studies (Gilchrist et al., 2004; Ball et al., 2007; Boldin & Diekmann, 2008), we assume a trade-off between viral cell exploitation strategy \( \rho \) and infected cell’s death rate \( \mu \) such that viruses with intense exploitation strategies infect cells for a shorter time. This trade-off can be interpreted in terms of resource exploitation: by taking more of the resources from the cell, the virus accelerates cell’s death. This trade-off can also be interpreted by the fact that cells infected with rapidly replicating viruses tend to be more easily killed by the immune system than cells infected by slow-replicating viruses (Luciani & Alizon, 2009). Several functional trade-off relationships \( \mu(\rho) \) can capture the physiological cost we want to model. A mechanistic derivation of the trade-off function from underlying cellular processes would be possible, but is outside the scope of this study. We thus use exponential trade-off functions assumed by earlier studies (Gilchrist et al., 2004; Ball et al., 2007):

\[
\mu_i(\rho) = \delta_i \rho^{\phi_i},
\]

(2)

where \( i \) denotes the cell type (i.e. either A or B) and \( \phi_i \) represents a scaling factor, reflecting the sensitivity of infected cells of type \( i \) to virus production. The cell exploitation strategy \( \rho \) is thus the trait that is subject to evolution. Table 1 summarizes all the parameters used in the model.

We emphasize that other trade-offs involving different life-history traits could also be considered. A recent study by Caraco & Wang (2008) on free-living pathogens (such as viruses) can help to understand how the choice of variables involved in a trade-off affects the optimal value of traits such as virulence, persistence or spore production rate. In our case, however, the optimal trait value is not the output of interest, and we focus more on population dynamics and evolutionary stability. In this case, the effect of the variables involved in the trade-off is less clear. What is known to have a large effect though is the shape of the trade-off function, and these effects can be studied using the critical function analysis (de Mazancourt & Diekmann, 2004; Boldin et al., 2009).

One of the simplifying assumptions we make in the main model is that only one virus trait evolves. In an extension of the model described in Supporting Information Appendix S1A, we include another virus trait (which we introduced as the viral variant; i.e. R5, X4 or R5X4) and let it co-evolve with viral cell exploitation strategy.

As Ball et al. (2007), we calibrate parameter values from HIV experimental data analysed by Stafford et al. (2000). However, these values are estimates only. The advantage of complementing the simulations with an analytical approach is that it allows us to perform a

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_i )</td>
<td>Number of target cells of type ( i ) (i.e. A or B)</td>
<td>Variable (µL⁻¹)</td>
</tr>
<tr>
<td>( l_i )</td>
<td>Number of infected cells of type ( i )</td>
<td>Variable (µL⁻¹)</td>
</tr>
<tr>
<td>( V_i )</td>
<td>Number of viruses produced by cells of type ( i )</td>
<td>Variable (µL⁻¹)</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Production rate of new viruses by an infected cell of type B (i.e. the cell exploitation strategy of a virus strain)</td>
<td>Variable (cell⁻¹ day⁻¹)</td>
</tr>
<tr>
<td>( d )</td>
<td>Spatial segregation between cell types</td>
<td>0.1</td>
</tr>
<tr>
<td>( \lambda_A )</td>
<td>Base-line production rate of target cells of type A</td>
<td>0.1 µL⁻¹ day⁻¹</td>
</tr>
<tr>
<td>( \lambda_B )</td>
<td>Base-line production rate of target cells of type B</td>
<td>0.09 µL⁻¹ day⁻¹</td>
</tr>
<tr>
<td>( \delta_A )</td>
<td>Death rate of uninfected cells of type A</td>
<td>0.01 day⁻¹</td>
</tr>
<tr>
<td>( \delta_B )</td>
<td>Death rate of uninfected cells of type B</td>
<td>0.012 day⁻¹</td>
</tr>
<tr>
<td>( \mu_i )</td>
<td>Death rate of infected cells of type ( i )</td>
<td>See eqn 2</td>
</tr>
<tr>
<td>( q )</td>
<td>Scaling factor for the productivity of infected cells of type A</td>
<td>0.3</td>
</tr>
<tr>
<td>( k )</td>
<td>Virus infectivity on target cells of type A or B</td>
<td>0.000065 cell⁻¹ day⁻¹</td>
</tr>
<tr>
<td>( c )</td>
<td>Clearance rate of free viruses produced by cells of type A or B</td>
<td>3 day⁻¹</td>
</tr>
<tr>
<td>( \phi_A )</td>
<td>Sensitivity of infected cells of type A to virus production</td>
<td>0.003</td>
</tr>
<tr>
<td>( \phi_B )</td>
<td>Sensitivity of infected cells of type B to virus production</td>
<td>0.01</td>
</tr>
</tbody>
</table>

*These default values are from Ball et al. (2007) and Stafford et al. (2000).
bifurcation analysis, which consists of varying one (or several) parameters to identify critical parameter values that lead to a change in the evolutionary equilibrium of the system. As we show in bifurcation diagrams, the dynamics observed in simulations using a specific set of parameter values is robust to small parameter changes. In other words, our conclusions do not rely on the exactness of parameter values estimated by Stafford et al. (2000).

Adaptive dynamics approach

We use the adaptive dynamics (AD) approach (Geritz et al., 1998) to investigate the evolutionary dynamics of viral cell exploitation strategy ($p$). Using the classical AD assumptions, we compute the basic reproduction number, $R_0(p_r,p_m)$, of a mutant virus strain (whose trait value is denoted $p_m$) that is introduced into the within-host milieu set by the resident strain (whose trait value is denoted $p_r$). Because mutant viruses can be introduced in any of the two cell environments (A or B) and because the ‘offspring’ of the mutant can be produced in either A or B (except when $d = 0$), we identify four reproduction numbers ($R_{AA}, R_{AB}, R_{BA}$ and $R_{BB}$, fully described in the Supporting Information Appendix S1B). Classical invasion analysis (Diekmann & Heesterbeek, 2000) predicts that the fitness of the mutant strain, $R_0(p_r,p_m)$, is given by the largest eigenvalue of the matrix

$$
\begin{pmatrix}
R_{AA} & R_{AB} \\
R_{BA} & R_{BB}
\end{pmatrix}
$$

The mutant can invade successfully if and only if $R_0(p_r,p_m) > 1$. If the invasion is successful, the mutant replaces the resident and becomes the new resident. Trait substitutions bring the value of $p$ into the vicinity of an evolutionarily singular strategy (denoted by $p^*$), which is defined as the point where the selection gradient vanishes. Using the criteria based on second derivatives of $R_0(p_r,p_m)$ (Geritz et al., 1998), we determine evolutionary stability of singular points, i.e. whether they are evolutionary stable strategies (ESS) or branching points.

Here, the expression for $R_0(p_r,p_m)$ is complicated, and we therefore identify the singular strategies and their evolutionary stability by means of a pairwise invasibility plot (PIP) and numerical computations – see Appendix S1B for further details. The explicit expression for $R_0(p_r,p_m)$ and numerical calculations of singular strategies furthermore allow us to plot bifurcation diagrams in which we investigate the occurrence of branching in various parameter regions.

In Appendix S1B, we also show that in the absence of spatial structure (if $d = 1$), branching can never occur. In fact, the case $d = 1$ yields an optimization model similar to that analysed by Ball et al. (2007), because in that case, the cell environment is essentially one-dimensional. The case where $\mu_A = \mu_B$ (i.e. when infection has the same detrimental effect on both types of cells) also yields an optimization model. In both of these cases, therefore, a single generalist strain is the evolutionary winner. Lastly, in the case when $d = 0$, the two cell environments are completely isolated. We then observe two separate evolutionary processes, and the evolutionarily stable strategy in each of the environments (A or B) is a trait that maximizes the fitness (or ‘burst size’) in its own environment.

Numerical simulations

Our second approach is based on hybrid deterministic-stochastic numerical simulations, which are derived from the framework developed by Luciani & Alizon (2009). In addition to evolutionary dynamics, simulations allow us to follow cell population dynamics.

The model we use for simulations is based on equation system 1, but we now allow for many viral strains (each with a different trait value of $p$) to coexist at a given time. The population dynamics (i.e. infection, death and births of cells and viruses) is calculated with a Runge–Kutta algorithm. Every time step, a virus strain present in the system can give birth to a mutant strain. This new strain is defined by its trait, which is drawn from a Gaussian distribution centred in the trait of the resident and of variance $\sigma$. The rate at which a mutation event occurs depends on the product of the mutation rate of the viral trait and of the number of new free viruses produced. Further details about the simulations are available in the Appendix S1B.

Performing simulations requires to set parameter values for each type of cell. We assume that the two types of cells, A and B, correspond to CCR5$^+$ (i.e. activated/memory) T-cells and CXCR4$^+$ (resting/naive) T-cells, respectively (Bleul et al., 1997). These two types of cells have different population sizes (Moore et al., 2004), which is consistent with a greater input ($\lambda_A > \lambda_B$) and a greater life-span of CCR5$^+$ T-cells ($\delta_B > \delta_A$). In the case of HIV, it is thought that T-cells infected by R5 viruses suffer less from an infection, i.e. that $\mu_A < \mu_B$, because the immune response is more efficient at detecting X4 viruses (see Moore et al., 2004; Regoes & Bonhoeffer, 2005 for reviews). This can be included in the model by assuming that $\phi_A < \phi_B$. Finally, the number of viruses released by an infected cell before it dies, also known as the burst size, is thought to be higher in CCR5$^+$ than in CXCR4$^+$ T-cells in the case of HIV (Eckstein et al., 2001). Mathematically, this can be written as

$$
\frac{pq}{\mu_A(p)} > \frac{p}{\mu_B(p)}.
$$

This means that viruses with the same strategy will always produce more viruses out of a cell of type A than out of a cell of type B. If $q \geq 1$, inequality 3 is always fulfilled because $\mu_A < \mu_B$. When $q < 1$, we restrict the values of $p$ to the regions where the inequality holds (see Results).
Results

Using the adaptive dynamics approach, we derive a pairwise invasibility plot (or PIP, Fig. 2a) that reflects the possibility for a mutant viral strain (with trait $p_m$) to invade a resident strain (with trait $p_r$). For chosen parameter values, we observe a unique singular strategy ($p^* = 192.2$), which is convergence stable. This strategy is evolutionarily unstable, because it can be invaded by both mutant with a higher and with a lower trait value. In Fig. 2b, white areas indicate regions of mutual invadability, and grey areas indicate competitive exclusion of one of the strains. This confirms that $p^*$ is a branching point because not only can mutants with smaller or greater trait values invade $p^*$ (Fig. 2a), but they can coexist after invasion (Fig. 2b).

To investigate the robustness of the evolutionary outcome to changes in parameter values, we perform a two-dimensional bifurcation analysis. We study the robustness of branching to parameter changes by varying $d$ and another parameter ($\lambda_B$, $\delta_B$ or $\phi_B$) whereas keeping the other parameters constant. Figure 2c-e show the parameter values that lead to a branching point (in red/dark grey in print publication) or to an ESS (in white). The bifurcation plots for the other parameters ($g_1$ and $q$) are shown in the Appendix S1A.

We first observe that, for there to be an evolutionary branching, there needs to be spatial structuring of the two types of cells (i.e. $d < 1$). We show in Appendix S1B that if $d = 1$, the evolutionarily optimal strategy maximizes a weighted sum of the two burst sizes. Note that if the difference in sensitivity to the infection (which determines the death rate of an infected cell) between the cells is large (i.e. $\phi_B > \phi_A$, branching can be observed even for large values of $d$ (Fig. 2e). In other words, increased differences between cell types can compensate for the proximity between cell types in the host and allow for evolutionary branching.

A second result is that the branching is more likely to occur if $\lambda_B < \lambda_A$ or if $\delta_B > \delta_A$ (but these are not necessary conditions). As discussed earlier, this is what one would expect if type A corresponds to CCR5$^+$ T-cells and type B corresponds to CXCR4$^+$ T-cells.

Course of the infection

In the numerical simulations, we first initiate the infection with a virus that has an intense cell exploitation strategy ($p = 300$). Figure 3a shows the trait value of all the strains present in the host at a given time. Early in the infection, there is a diversification of the initial strain but the population remains ‘monomorphic’ (with $250 < p < 350$). After approximately 2000 days, we observe the emergence of a second cluster of viruses that diverges from the initial morph, which leads to a ‘dimorphic’ population. The new morph is identified by low trait values (100 < $p < 200$). In the following, we show that this evolutionary branching (Geritz et al., 1998) is associated with the adaptation of virus morphs to the two cell types.

If we first consider the population dynamics (Fig. 3b), we see that CCR5$^+$ cells (in red/light grey) are predominantly infected early in the infection (the density of
target cells of type A is low, and the density of infected cells of type A is high). After the branching, the density of infected CXCR4+ cells increases strongly (blue/dark grey dotted line). Finally, the branching coincides with a strong acceleration in the decrease of the total density target cells (in black).

Figure 3c allows us to better understand the course of the infection because it shows that there is actually a segregation of the two virus morphs after the branching; viruses with a high value of $p$ are found predominantly in CCR5+ (in red/light grey) and viruses with a low value of $p$ are found in CXCR4+ cells (in blue/dark grey). The evolutionary dynamics shown in Fig. 3a can therefore be interpreted as an adaptation of the virus to the diversity in target cells. To confirm this interpretation, we show in Fig. 3d the burst size of a virus in a CXCR4+ cell (in blue/dark grey) and in a CCR5+ cell (in red/light grey). These values can be computed using the average trait of viruses found in CXCR4+ cells (dashed line), CCR5+ cells (plain line) and in the host on average (dotted lines). We find that, over time, a virus population adapts to the type of cell it infects predominantly. Note that the fitness of the average viral strain found in the host (dotted line) increases in CXCR4+ cells (in blue/dark grey) but decreases in CCR5+ cells (in red/light grey). This is because we initiate the infection with a strain that is better adapted to CCR5+ cells. Finally, note that the burst size in cells of type A (in red/light grey) is greater than the burst size in cells of type B, which was one of the conditions to link the cell types A and B to CCR5+ and CXCR4+ cells, respectively (inequality 3).

In Fig. 4, we show that if the infection is initiated with a milder strain, which is better adapted to CXCR4+ cells (i.e. has a low value of $p$, see the dashed blue/dark grey line on Fig. 3d), it takes so long for branching to occur that the host is likely to die before the branching occurs. Interestingly, we also observe that, even though the initial strain is better adapted to CXCR4+ cells, it is CCR5+ cells that are predominantly infected (Fig. 4b). This is attributed to the fact that, even for an ill-adapted strain, CCR5+ cells are still a ‘better’ resource for the virus than CXCR4+ cells (Fig. 4d). By a better resource, we mean that the burst size (the number of viruses produced by an infected cell before it dies) is higher.

A consequence of Figs 3 and 4 is that it is unlikely to observe a depletion of CXCR4+ cells early in an infection. Regardless of whether the infecting strain is better adapted to CCR5+ T-cells (high value of $p$) or to CXCR4+ T-cells (low value of $p$), it is the CCR5+ cells that are predominantly infected in the initial stages because they yield a larger burst size. To have CXCR4+ cells infected in large numbers, it is required that the average viral trait value in the host comes in a vicinity of the branching point ($p^*$). Only when a strain with such a trait value initiates the infection, can we have early depletion of CXCR4+ cells.

### Discussion

Heterogeneity in the environment is known to be a driver of biological diversification (Levins, 1968; Schluter, 2000;...
Ravigne et al., 2009). In the case of viruses infecting cells of a host, we find that spatial structure and the presence of two cell types can lead to evolutionary branching with the separation between two viral morphs: viruses of one morph have an intense exploitation strategy and viruses of the other morph have a milder strategy. Bifurcation analysis shows that the occurrence of branching is robust to small parameter variations. Evolutionary branching only occurs if there is spatial structure (i.e. if \( d < 1 \)). This result is in line with earlier results in evolutionary ecology (high migration rates between patches decrease the likeliness of evolutionary branching, as shown by Meszéna et al., 1997) and results on virus evolution (Cuevas et al., 2003). The value of \( d \) is likely to depend strongly on the clearance time of free viruses, which varies across viruses. The fact that a virus like HIV has a low survival time in the blood [approximately 3 days (Stafford et al., 2000)] could lead to a higher degree of spatial structuring in the host (i.e. lower \( d \)) than in the case of a virus like hepatitis C that has a higher survival time [approximately 6 days (Neumann et al., 1998)].

We complement our analytical approach with numerical simulations to study evolutionary and population dynamics during the course of an infection. We tune the parameters so that they fit the case where viruses infect CCR5\(^+\) and CXCR4\(^+\) T-cells. If a host is infected by a strain better adapted to CCR5\(^+\) cells, specialization in the virus population occurs. Once the average trait value in the virus population comes near the branching point, the virus population splits into two morphs. As the infection proceeds, each morph specializes in exploiting one type of cells. This evolutionary branching is accompanied by a pronounced drop and continued decline of uninfected target cell density because of an increased adaptation of the virus to the host. In the case where the host is infected by a strain better adapted to CXCR4\(^+\) cells, we observe a similar scenario, but the whole process is much slower (and is thus not likely to occur before host’s death). In other words, evolution in this case favours generalist strains. Interestingly, even though the virus has a low production rate in this case, it still predominantly infects CCR5\(^+\) cells in the initial stages of an infection because they yield a higher burst size.

**Insights into the co-receptor switch**

We designed a general model, because it helps to obtain an understanding of underlying processes and offers insights into several host–pathogen systems. Because of its generality, our model does not encompass the whole complexity of an HIV infection. However, we think that the results we obtain in the case with CXCR4\(^+\) and CCR5\(^+\) T-cells can yield useful insights into the specific case of the co-receptor switch. This is supported by the fact that CCR5\(^+\) and CXCR4\(^+\) T-cells tend to dominate in different compartments: the former is more frequent in the gut (Meng et al., 2002) and in the brain (Burkala et al., 2005), whereas the latter is more frequent in the blood (Moore et al., 2004) and in the spleen (Burkala et al., 2005).
The evolutionary branching we find shares three important features with the co-receptor switch. First, the virus is initially found in CCR5+ cells. We show that this is attributed to the fact that the burst size is always higher in these cells so that they are a better resource for the virus. Second, the switch (or branching) occurs late in some (but, importantly, not all) HIV infections. In our model, this is because of the difference between the trait value of the infecting strain and the value of the evolutionary singular strategy. In some cases, the time taken for the virus trait to evolve to the branching value is likely to exceed the duration of the infection. Third, the switch is associated with a drop in the total number of uninfected T-cells. Incidentally, the bifurcation analysis shows that branching occurs more easily in regions that correspond to biological differences between CCR5+ and CXCR4+ T-cells, i.e. between activated/memory cells and resting/naive cells.

In our main model, virus strains are distinguished solely by their cell exploitation strategy (i.e. their production rate in one type of cells), and we do not make an explicit assumption about the type of cell a virus can infect. In reality, one can tell from the RNA sequence of a virus the type of cells it can infect (R5 variants can only infect CCR5+ T-cells, X4 variants can only infect CXCR4+ T-cells, and R5X4 variants can infect both). Moreover, resting/naive cells express only the CXCR4 co-receptor, but activated/memory T-cells tend to express both CCR5 and CXCR4 co-receptors. The assumption we made here is that cell specificity of a virus does not have a major role, because it evolves rapidly (2 or 3 changes in amino acids are sufficient to change this cell specificity, Moore et al., 2004). In other words, we assumed that the time scale on which the trait coding for the ‘variant’ of the virus (i.e. R5, X4, or R5X4) changes is fast compared to the time scale on which the trait p changes. This simplifying assumption already allows us to interpret the results of the basic model in the context of HIV co-receptor switch. However, to strengthen the link with the biology of HIV, we studied another model in which we modelled the variant of the virus (R5, X4 or R5X4), as well as the expression of the co-receptors by the naive or the memory cells, explicitly (following Regoes & Bonhoeffer, 2002; Ribeiro et al., 2006). In this second model, a virus strain is defined by two traits: its cell exploitation strategy (p) and the type of co-receptor it can use to enter a cell. In Fig. S1 of the Appendix S1A, we show that this more complicated model yields qualitatively similar results (the only difference has to do with the exact timing of the events). Thorougher analysis is always possible (for instance, one could investigate the effect of the linkage disequilibrium between the two virus traits) but, what we think is the important point here, is that key features of the co-receptor switch can be captured without specifying the variant a virus belongs to.

Before the discovery of the role of the CXCR4 and CCR5 as co-receptors for HIV, studies used to refer to a ‘phenotypic switch’ from nonsyncytium-inducing viruses (NSI) to syncytium-inducing viruses (SI). This switch comes from differences in replicative abilities of the virus (Moore et al., 2004). It was shown later on that NSI viruses infect CCR5+ T-cells and SI viruses infect CXCR4+ T-cells. This means that the switch involves changes in target cell preference and in viral phenotypic traits. Current approaches use molecular criteria to define HIV variant (R5, X4 and R5X4) according to the type of cells they can infect. We show that these variants could be an emergent property of the evolutionary dynamics of a phenotypic trait (the virus production rate). The variant a virus belongs to, i.e. the type of immune cells it infects predominately, depends not only on the genotype of the virus but also on its environment (the other viral strains and the cell densities).

**Conclusion and perspectives**

In the 1990s, models generated a rich discussion by suggesting that the combination of population dynamics and trait evolution could account for the course of the infection of HIV (Nowak et al., 1990). Arguably, the role of virus evolution in the course of an HIV infection is still largely unclear (Rambaut et al., 2004). This is illustrated by the co-receptor switch phenomenon because some models show that it can be explained with population dynamics (Ribeiro et al., 2006) or by virus evolution only (Regoes & Bonhoeffer, 2005). We show that the combination of the two, i.e. population and evolutionary dynamics, yields interesting insights by stressing the importance of the within-host environment, i.e. the types and abundances of target cells and the phenotypic traits of the virus strains present in the host. In particular, our results suggest that the force driving the co-receptor switch could be the adaptation to different types of cells and that the dichotomy between R5 and X4 viruses could be the result of this process.

Many studies in adaptive dynamics tend to focus on long-term equilibria and their evolutionary stability, which has led to some criticism regarding the applicability of the results obtained using this framework (see e.g. Waxman & Gavrilets, 2005, and the resulting correspondence). Here, we show that the evolutionary branching can have a tangible biological interpretation. Moreover, we show that the population dynamics of cells driven by trait evolution echo clinical data. This suggests that within-host dynamics of rapidly evolving pathogens offers a possibility to test predictions made by adaptive dynamics models.

Our framework can be enriched in many ways. First, more than two types of target cells could be considered, which could potentially lead to more complex patterns in virus diversification. Second, the model could be
extended to incorporate explicit spatial structure (as in Funk et al., 2005). This could lead to spatial self-structuring, which would allow for dynamics to emerge at the level of clusters of cells (Lion & van Baalen, 2008). Finally, a coherent sequel study would be to add another level of dynamics to the model by considering between-host dynamics. This would allow us to integrate selective pressures acting at different levels such that strains that transmit best from one host to the next need not be the strains that take over or dominate in the host. In the light of HIV dynamics, we find that, regardless of the trait that initiates the infection, there can be a co-receptor switch. However, we also find that the timing of the switch depends on the trait value. Because the switch goes along with a worsening of the patient’s health, it will strongly affect the number of secondary infections generated (Fraser et al., 2007), which calls for an explicit epidemiological model.

Our study shows that theory in evolutionary ecology can be applied to within-host dynamics and can enhance our understanding of the course of an infection. This has implications for animal intra-cellular pathogens in general. The existence of multiple types of infected cells that are spatially structured in the host has been shown for other human diseases than HIV, e.g. hepatitis C virus (Roque-Afonso et al., 2005) or Epstein–Barr virus (Sitki-Green et al., 2003). Our model could be extended to include more details for a specific pathogen and be used to predict the conditions under which one would expect viral diversification in the host.
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